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T he quantization of light can be viewed as the asso­
ciation of a quantized simple harmonic oscillator 
with each mode of the electromagnetic field. This 
association was made in the papers of Dirac ^  

and Fermi t2l in response to works from Planck 131 and 
Einstein t4l, which were themselves concerned with the 
ultraviolet catastrophe of the black body spectrum and the 
photoelectron effect respectively. A complete, modem 
treatment of the quantized radiation field can be found in 
Mandel and Wolf[5l and Scully and Zubairy ^  .One 
result of such a quantization is the description of the local 
electric field as a quantum mechanical operator, written in 
terms of harmonic oscillator creation and annihilation 
operators, a \ s and a ks, which create or remove a single 
quantum, or photon, from the electromagnetic field mode 
described by the wave vector k and polarization index s 
within an enclosure of volume V ;

E(r, t) = E(+) (r, t) -l- E(_) (r, t)

E(> , t )  = X E ^ ek/ (kr- ^ )
lt,s

e<->(m  ) = Σ ε Κ ^ - ^ ' )
k,s

Here, sR1 and sR2 describe two orthogonal polarization 

states and £° = has the units of an electric field.
'  p£0V

Within such a formalism, the possibility of Fock or num­
ber states arises, an example of which is given by the state 
of the electromagnetic field described by

yjnl

which corresponds to n quanta generated in the mode (k,s) 
by repeated application of the appropriate creation opera­
tor to the vacuum state. The state, |0), is a particular exam­
ple of a number state, all be it a trivial one in which no 
photons are present. Apart from the vacuum state, the

S u m m a r y

Sources of single photons, their characteri­
zation and uses are reviewed with emphasis 
on solid state sources based on semicon­
ductor nanostructures.

preparation and characterization of number states of the 
radiation field is extremely demanding. In this paper we 
discuss the preparation, characterization and application 
of number states of the radiation field, with particular 
emphasis on the construction of sources of single photons 
based on solid state nanostructures.

CORRELATION SPECTROSCOPY
A common form of optical characterization involves the 
annihilation of a photon from the radiation field following 
interaction with a detector. Typically such a process pro­
duces a charged particle that is counted as a means of 
measurement. For such a detector at position r in the radi­
ation field, one can show ^  that the probability of detect­
ing an event between time t and t + dt is proportional to 
Wj (r,t)dt, where

w, (r, t) = ( i  I E‘ V , t) · E(+)(r, t)| i)

and Ii) is the initial state of the radiation field.

A similar treatment can be applied to the case of two inde­
pendent detectors placed at locations r and r'. The prob­
ability of detecting an event at r' between time t' and 
t' + dt\ whilst detecting another at r between time i and 
t + dt is proportional to wn (r,/,r'/)dtdt', where

w u { v f t , r f, 0  = (i I E(- V ,  O E ^ r ,  t)E(+)(r, t)E(+)(r', t)  1i)

and we have assumed a linearly polarized electric field. If 
the radiation field is statistically invariant as a function of 
time, so that only the difference τ = / -  /' is significant, 
then this leads us to define a normalized, second order 
quantum mechanical correlation function as a statistical 
average over all possible realizations of the initial field,

„(2, (B*"1 (r, t)E(_,(r , t + x)E(+,(r , t + τ)Ε<*> (r, t)>
8 Γ,Τ (E(_)(r, t)E(+)(r, t)) (E ^^r, t + x)E(+)(r, t + τ;)

Classically, g ^  (τ) can be written as

£(2)̂ ( τ )  =
(J(f + T)I(f))

m y

and the Cauchy-Schwartz inequalities,

* (2>̂ ( 0 ) > 1

classical (τ)
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Fig. 1 Schematic illustration of a Hanbury Brown and Twiss type 
photon correlation experiment. Light from the source is split 
equally by a beam splitter and sent to two photon counting 
detectors. A histogram is constructed of successful “doubles’’ 
events and the time between them.

are obeyed. Such behavior is displayed for example by a clas­
sical thermal source and by the high intensity emission from a 
laser, in which the probability of finding n photons in the mode 
obeys a Poisson distribution For the quantum mechanical 
second order correlation function it is possible to obtain values 
for (0) lying between 0 and 1 and the photons are said to 
be antibunched -  detecting a photon at one place and time 
makes it less likely to detect a second.

The quantum mechanical second order correlation function can 
be accessed experimentally by measuring the response of 
detectors placed in the two output arms of a 50:50 beamsplitter 
(Fig. 1). Such experiments were proposed by Hanbury Brown 
and Twiss ^  to study the coherence properties of radio stars 
and have developed as a valuable means to measure the statis­
tical properties of non-classical states of light. In Figure 1 the 
use of such an arrangement to measure the statistics for a sin­
gle photon emitter is illustrated. Classically, the 50:50 beam 
splitter in Figure 1 simply acts to split the wave front equally 
between reflection (R) and Transmission (T). If the incoming 
wave fluctuates, then positive correlations will be observed at 
the two detectors, (0) > 1, whilst if the wave is perfectly 
stable then g*2)(0) = 1. Quantum mechanically, for a single 
photon field, the observation of a “click” on one detector col­
lapses the wavefunction to that particular arm of the system 
and no simultaneous (τ = 0) “click” can be observed on the sec­
ond detector, g^  (0) = 0 . Such anti-correlation between the 
two detectors is a purely quantum effect and cannot be 
explained using a classical description of the field.

APPLICATIONS OF SINGLE PHOTON SOURCES 
Quantum Cryptography
The distribution of cryptographic keys using demonstrably 
secure optical means has been one of the main motivational 
drives for the development of single photon sources. The ear­
liest quantum key distribution protocol (BB84) was presented 
by Bennet and Brassard in 1984 ^  and is based upon two fun­

damental quantum mechanical principles; that it is not possible 
to clone an individual quantum state and that, unless in an 
eigenstate of the measurement operator, a measurement will 
inherently introduce a modification to the state that can be 
detected. Within the BB84 protocol, the quantum mechanical 
system in question is a single photon and quantum information 
is encoded within the photon’s state of polarization. Under the 
assumption of ideal experimental conditions, with no limita­
tions on the source, detectors etc. the quantum key distribution 
discussed in BB84 is absolutely secure. Details of the many 
variations to the initial BB84 protocol can be found in the lit­
erature n°-,2l and detailed discussions are given elsewhere in 
this issue. Initial demonstrations of quantum key distribution 
systems used weak laser pulses as approximations to true sin­
gle photon sources. However, the Poisson distribution of pho­
ton number within each pulse introduces the possibility of inse­
cure key exchange if individual photons from multi-photon 
pulses can be examined with impunity. The first demonstra­
tions of quantum key distribution using true single photon 
sources were performed by Beveratos et al in 2002 using a 
Nitrogen-Vacancy pair source in diamond and by Waks et al 
also in 2002 using a solid state nanostructure embedded 
within a microcavity.

Linear Optics Quantum Computation
In principle the single photon provides a very attractive realiza­
tion of a quantum bit or “qubit”. A coherent superposition of 
two polarization states of the photon, horizontal |H) or vertical 
|F), could be used to describe the general polarization state of 
a single qubit,

|ψ) = α|Η) + β|ν)

with the continuous complex variables a  and β (|a|2-L |β|2 = 1) 
being used to encode quantum information. Photons are attrac­
tive for quantum information applications because they interact 
very little with the environment and they can be easily trans­
ported between locations. However, photons also interact very 
little with each other unless highly non-linear materials are 
used and until recently this was seen as a major obstacle to the 
use of photons in quantum computing applications, where it is 
necessary to produce and transport entangled states of many 
photons, in which the multi-photon wavefunction cannot be 
factored into product states that describe individual photons. In 
the paper by Knill, Laflamme and Milbum (2001 ) however t15l, 
a scheme was presented in which efficient, non-deterministic 
quantum computing could be achieved using only single pho­
ton sources and linear optical components such as beamsplit­
ters and phase shifters. The only non-linear elements within 
the scheme are detectors. The price to pay for this capability 
was that the quantum gates used in the computer would not be 
successful at every attempt, but one would know when they 
had succeeded and could proceed accordingly. Since this ini­
tial proposal, further work t16̂ has shown how the resources 
required to implement two qubit gates can be drastically 
reduced.
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Squeezed Light Measurements
For a single mode field, the electric field operator can be writ­
ten as [6],

E(t) = Ε°ε + a* e'011 )

where a,a+ obey the commutation relation, [a,a+J = 1. 
Introducing the two quadrature amplitude operators,

X+ =(a + a+)

X _= -i(a-a+ )

we find

E(t) = Ε°ε ( X+Cos(út + X_Sin(ùt )

and identify X+ and X_ as the amplitude of the two field quad­
ratures. Given that the commutator between X+ and X  satis­
fies [X+, X_] = 2i, the Uncertainty Principle leads us to con­
clude that the uncertainties in the two quadratures are such that

ΔΧ+ΔΧ_ > 1

Light from a laser (approximated by a coherent state, having a 
Poisson distribution of photon number) or in the vacuum state, 
is such that the uncertainty in the two quadratures is equal and 
corresponds to a minimum uncertainty state i.e. ΔΧ+ΔΧ_ = 1. 
However, quantum mechanics allows states of the radiation 
field to be generated in which the uncertainty in one quadrature 
is reduced below the other and below that which is obtained in 
a symmetric, minimum uncertainty state, provided that the 
uncertainty product still obeys the Uncertainty Principle. 
Quadrature squeezed states open the possibility for noise 
reduced measurement and were first demonstrated by 
Wu et al t17l. Uses of such states include gravitational wave 
interferometery t18l, measurements of nano-displacement tI9l 
and atomic spectroscopy t20̂ .

Single photon sources are not themselves quadrature squeezed 
states in the sense described above, but instead are amplitude 
or number squeezed, with corresponding increases in the phase 
uncertainty. As such it is possible to use single photon sources 
directly to reduce the amplitude noise in absorption spec­
troscopy t21l or indirectly in combination with linear optical 
elements as generators of entangled pairs, which can them­
selves be used for example in quantum lithography I22l.

EXPERIMENTAL REALIZATION OF SINGLE 
PHOTON SOURCES
In this section we briefly discuss a number of potential single 
photon sources that have been investigated.

Nitrogen-Vacancy Pairs in Diamond
The Nitrogen-Vacancy defect in diamond consists of a substi­
tutional nitrogen atom, with a nearest neighbor vacancy. 
Nitrogen impurities occur naturally in diamond or they can be

added deliberately through implantation 2̂31, whilst vacancies 
can be generated by electron or neutron bombardment t24f A 
review of single defects in diamond can be found in [25]. The 
main optical signature of the Nitrogen-Vacancy pair is a strong 
zero phonon emission line at 637nm, which corresponds to 
transitions between two spin triplet ground and excited states. 
The non-classical nature of the light emission from the 
Nitrogen-Vacancy centre has been confirmed t26>27l through 
measurements of g^  (0) < 1.

The Nitrogen-Vacancy pair is a strong candidate for a room 
temperature single photon source, provided that one is not 
interested in fiber-based systems, where the wavelength of 
637nm is not appropriate. Also there may be issues related to 
the presence of dark states that produce g^2\x) > 1 for long 
delays t26l

Spontaneous Parametric Down Conversion
Spontaneous parametric down conversion is the non-linear 
optical process in which a single incident photon is converted 
into two outgoing photons within a crystal having a non-zero 
second order non-linear susceptibility, %̂2\  Such crystals 
include Potassium Dihydrogen Phosphate (KDP), β-Barium 
Borate (BBO, BaB20 4) and Lithium Iodate (LiI03). The con­
version of the incident photon into the two “signal” and “idler” 
photons is an extremely inefficient (10-10), energy and wave 
vector conserving process that can be used as a source of “her­
alded” single photons 2̂8l  In such a case, the detection of one 
emitted photon is used to project its partner into a single pho­
ton Fock state. Depending upon conditions, the parametric 
down conversion process can produce two photons of identical 
energy (degenerate down conversion) or widely different ener­
gies (non-degenerate down conversion). This behavior allows 
the possibility, for example, to use injected light in the visible 
(532nm) to produce down converted photons at 1550nm for 
fiber applications whilst using easily detected 810nm photons 
as heralds.

The major drawbacks with spontaneous parametric down con­
version for use as a single photon source, are the poor efficien­
cy, large bandwidth (typically tens of nanometers) and the lack 
of scalability -  if one were interested in producing integrated 
arrays of single photon emitters for quantum computing appli­
cations.

Single Molecules
Electronic states within molecules are typically accompanied 
by a series of harmonic oscillator product states associated with 
phonons. Molecules in the ground electronic state can be excit­
ed directly to the ground vibrational level of the excited elec­
tronic state, or to any of the excited vibrational levels above 
this. At low temperature, for molecules that are of interest for 
single photon sources, electronically and vibrationally excited 
molecules quickly (~ picoseconds) relax to the vibrational 
ground state. This quick relaxation allows an efficient prepa­
ration of the molecule into the excited state required for single 
photon emission.
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Fig. 2 (a) SEM micrograph showing randomly distributed InAs self-assembled quantum dots, (b)
Photoluminescence emission from an ensemble of InAs quantum dots within a GaAs matrix. 
A series of seven spectra taken at increasmg levels of optical excitation show development 
of quantum dot shell structure -  s, p, d, f, g. The peak labeled “WL” corresponds to emission 
from the two-dimensional wetting layer on which the dots are formed.

inhomogeneous broadening of the 
emission that masks the behavior of 
individual dots.

For fiber-based quantum cryptogra­
phy applications, single photons in the 
wavelength regions around 1300nm 
and 1550nm are preferred. Although 
they can be produced with emission 
wavelength around 1300nm i35\  typi­
cal InAs/GaAs dots arc found to emit 
at wavelengths around lpm. For 
1550nm and also around 1300nm, 
InAs quantum dots within in an InP 
matrix are preferred In Figure 3 
we show luminescence emission from 
a single InAs/InP quantum dot at low 
temperature. Isolation of an individ­
ual dot is achieved by etching mesas 
into a low density, quantum dot 
ensemble and then searching for the 
small number of mesas that show sin­
gle dot emission behavior.

Although single photon antibunching has been demonstrated in 
molecular systems at both room temperature and liquid helium 
temperatures 129\  a major drawback of these systems tends to 
be their limited stability, with photochemical processes 
destroying the emitting molecules within minutes to hours.

Self-Assembled Quantum Dots
The deposition of compressively strained overlayers onto a 
semiconductor substrate can, under the appropriate conditions, 
result in a growth mode in which three-dimensional islands are 
nucleated spontaneously after a few monolayers of normal, 
layer by layer growth. This Stranski Krastanow t30·* growth 
mode has been used to produce lower bandgap semiconductor 
“quantum dots” or “quantum boxes”, surrounded by a higher 
bandgap semiconductor matrix. The self-assembled quantum 
dots produced in this manner result in full, three-dimensional 
quantization of the energy states of trapped charges and exci- 
tonic complexes and are of great interest for applications in 
quantum information processing and next generation optical 
and electronic devices t31’32!. At low temperatures, under weak 
excitation, an emission linewidth corresponding to the exciton- 
ic radiative lifetime has been observed [33>341. An example of a 
quantum dot ensemble produced spontaneously during growth, 
along with a typical luminescence emission spectrum for an 
InAs quantum dot ensemble within a GaAs matrix is shown in 
Figure 2. From the scanning electron microscope image in 
Figure 2(a), it is clear that there exists a large variation in quan­
tum dot size, shape and orientation. To a certain extent, it is 
this ability to change the size and shape of individual quantum 
dots that makes them particularly interesting for quantum 
information applications, since it gives one the ability to engi­
neer the precise optical properties and electrical configuration 
needed for a particular application. In ensemble optical meas­
urements however, it is this variation that is responsible for the

In a similar manner to single InAs/GaAs quantum dots, the low 
temperature emission evidenced in Figure 3 corresponds to a 
series of sharp lines representing the annihilation of a single 
electron-hole pair in the presence of a variable number of 
“spectator” charges depending on the level of optical excita­
tion. At the lowest level of excitation, the optical emission cor­
responds to the recombination of a single interacting electron- 
hole pair, or exciton, residing in the s-shell of the quantum dot. 
It is this recombination event that has been pursued as the 
source of triggered single photons t37l

To provide an efficient source of single photons based on sin­
gle self-assembled quantum dots, it is desirable to couple the

Fig. 3 Photo luminescence emission at increasing levels of optical 
pump power for an individual InAs/InP quantum dot isolated 
within an etched mesa.
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Frequency
Matching

Fig. 4 Schematic illustration showing the matching of a low loss 
cavity of mode volume veff to the excitonic emission of a sin­
gle, self-assembled quantum dot. The cavity is characterized 
by a photon loss rate γ = —, where Q is the cavity quality 
factor. Q

ground state, excitonic transition to the optical mode of a low 
loss microcavity, as shown schematically in Figure 4.

only the reproducible fabrication of efficient single photon 
emitters, but also the coupling of multiple, spatially separated 
quantum dots through interaction with a single microcavity 
optical mode; a capability that is of great interest for quantum 
computing applications. Control of quantum dot nucléation 
site can be achieved by controlling the movement of deposited 
quantum dot material, InAs, on the substrate surface during 
epitaxial growth t40l  Once deposited, if InAs can be persuad­
ed to migrate to a particular location, then strain-induced nuclé­
ation of dots will result. In Figure 5, we show one technique 
for producing such “site-selected” quantum dots. Here, an InP 
nanotemplate having {110} sidewalls and a [001] top surface is 
produced in-situ during crystal growth by patterning the sub­
strate surface with a dielectric mask and opening up “win­
dows” of the appropriate geometry. Growth on such a surface 
occurs only within the windows, to produce clean InP tem­
plates that can be used subsequently to control the surface 
motion of deposited InAs.

Quantum dot material deposited on these templates is found to 
migrate away from the {110} surfaces, to accumulate on the 
[001] top surface, where dots are nucleated. Figure 5(b) and 
(c) show the nucléation of a single dot and a linear dot chain on 
templates with “pyramidal” and “stripe” geometry respective­
ly. Once nucleated, the InAs dots can be capped with InP in the

(001)

Fig. 5 (a) Schematic illustration of an InP, square-based, pyramidal nano-template used for the site-
selective growth of single InAs quantum dots, (b) Scanning electron micrograph of a single InAs 
quantum dot nucleated at the apex of a nanotemplate, (c) Linear array of coupled quantum dots 
nucleated at the apex of a “stripe” geometry nanotemplate.

In the weak coupling regime, 
where the dominant decoherence 
process is photon loss through the 
cavity mirrors, this coupling to the 
cavity will produce an enhance­
ment of the spontaneous emission 
rate given by the Purcell fac­
tor t38], provided that (i) the cavity 
frequency and quantum dot transi­
tion frequency are matched and (ii) 
the quantum dot dipole, d , is 
matched in both location and ori­
entation to the cavity mode field 
distribution, f. Construction of an 
efficient single photon source 
based on single quantum dots can be viewed then as maximiz-

Q
ing the ratio —  for a particular choice of cavity type, whilst

Veff
simultaneously tuning the cavity mode frequency to match the 
selected dot transition and locating the appropriately oriented 
quantum dot at the anti-node of the cavity electric field distri­
bution. To date, photon anti-bunching has been demonstrated 
in the low temperature emission from isolated quantum 
dots t39̂ in the absence of a cavity and from dots in various 
types of optical cavity t40̂ , where alignment of the dot to the 
cavity mode is left purely to chance.

To go beyond structures in which dot alignment is left to 
chance, one must consider techniques for controlling the nuclé­
ation site of individual dots. Such a capability would allow not

normal way to produce, clean, luminescently efficient dots 
with known location In addition, if the surrounding dielec­
tric mask is removed, a second InP growth step can be used 
which planarises the structure, to produce a thin (~300nm) InP 
layer with a single embedded InAs quantum dot.

Using the site-selection and planarisation technique described 
above, it is now possible to build optical cavities that are 
matched to the measured location, polarization and transition 
frequency of the dot. In Figure 6 we show one example of such 
a cavity; the pillar microcavity. The cavity mirrors, both above 
and below the quantum dot layer, are multiple quarter-wave­
length pairs of high and low index material, in this case Si02 
and T a ^ .  An optical cavity, with an electric field antinode at 
the centre, is formed by separating the mirrors by one half of a 
wavelength f43l
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Fig. 6 (a) Scanning Electron Micrograph of a Si02/Ta205 pillar microcavity, (b) Experimental (sym­
bols) and calculated (lines) mode energies of the pillar microcavity as a function of pillar radius. achieved by etching a series of 

through-holes, and the resulting 
Bragg reflection used to engineer a 

strongly localized, high Q photonic mode A hexagonal 
symmetry, single missing hole defect cavity, with x- and y- 
dipolc modes is shown in Figure 8.

820 4.
Solid' HE modes 
Dashed: EH modes

Radius [pm]

900 a

8 8 0 -

8) 860,
ω -c

LU -

840 -

500 for radii of the order of 
500nm. As a consequence, it is 
difficult to produce a high Q pillar 
cavity with a small mode volume, 
as required to optimize the Purcell 
factor.

To produce small mode volume 
and high Q simultaneously, it is 
advantageous to work with two­
dimensional photonic crystal, opti­
cal defect microcavities such as 
that shown in Figure 7.

Such cavities are based on total 
internal reflection within a thin 
semiconductor membrane and, as 
such, are ideally suited to the pla- 
narised, single quantum dot 
process discussed above.

Within the membrane plane, peri­
odic dielectric contrast can be

Figure 6(b) shows how the mode structure of these types of 
cavity can be tuned by etching pillars of a particular radius. In 
principle then, once the dot emission energy is known, a pillar 
cavity of the appropriate radius can be etched to match it. 
Unfortunately, this etching procedure is difficult to iterate, so 
that unless the pillar dimension is chosen correctly the first 
time, it is difficult to correct. In addition, the etching process 
itself produces roughness on the pillar surface, so that the cav­
ity Q is reduced for smaller radii. Although wide cavities can 
be produced with Qs of a few thousand, the Q drops to below

Finite difference time domain modeling of cavities such as 
these predict a Q value in excess of 80,000 and a corresponding 
mode volume of approximately 0.5(λ/«)3, where “n” is the 
refractive index of the cavity membrane. In GaAs based cavi-

Fig. 8 (a) Geometry perturbations used to optimize the Q of the x-
dipole mode in single missing hole defect cavities, (b) 
Scanning electron micrograph of an optimized x-dipole cav­
ity. (c) Emission characteristics for a variety of single miss­
ing hole defect cavities showing optimization of the Q of the 
x-dipole mode.

Fig. 7 Schematic illustration and scanning electron micrographs of InP, 
photonic crystal microcavity membranes based on planarised, 
site-selected quantum dots.
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Fig. 9 (a) Energy tuning of the x- and y-dipole modes of a single missing hole defect photonic crystal
microcavity through repeated etch and oxidation cycles, (b) Energy shift and (c) Q value per 
cycle of oxidation and etch.

ties of this type, Q values of approximately 5,000 have 
been reported experimentally i45\  whilst Q > 28,000 has been 
reported in InP cavities 4̂6\

In addition to the advantages of 
high Q and small mode volume 
presented by photonic crystal 
microcavity membranes, these 
cavities also allow tuning of the 
cavity mode frequency to match 
the transition energy of an embed­
ded quantum dot, as shown in 
Figure 9.

In this process, the photonic crys­
tal cavity is oxidized using a UV- 
ozone treatment; converting a 
fraction of the InP membrane sur­
face and the inner surface of the 
etched holes into oxides of 
InP The removal of the gener­
ated oxide using wet chemical pro­
cessing serves to widen the etched 
through-holes and reduces the 
membrane thickness, so shifting 
the modes to higher energy. 
Because the oxidation process is 
self-limiting, the oxidation/etch 
cycle produces step-wise, digital 
shifts in the mode energy of 
approximately 1.74meV per cycle.
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